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ABSTRACT

Objective. The study aims to assess the similarity between the results of the evaluation of students during an 
Objective Structured Clinical Examination (OSCE) and a video recording of the same OSCE (VOSCE).

Methods. All Orthopedic surgeon preceptors in the actual OSCE were recruited to the study. Video recordings of the 
students taking the OSCE were collected and later reviewed and re-evaluated by the same preceptor after at least 
four weeks. The grades of actual OSCE and VOSCE were collected and analyzed using Cohen’s kappa coefficient. 

Results. High variability of intra-rater reliability was observed in different preceptors and station (slight agreement 
to perfect agreement). Overall intra-rater reliability between actual and video OSCE showed moderate agreement 
with Cohen’s kappa coefficient equal to 0.43 (n-219). 

Conclusion. Video OSCE is a reliable tool in assessing student clinical skills and knowledge in the musculoskeletal 
examination. Some factors have been suggested to further improve reliability.

Key Words: video-recording, skills evaluation, OSCE

Corresponding author: Jose Ma Bautista, MD
Department of Orthopedics
Philippine General Hospital
College of Medicine
University of the Philippines Manila
Taft Avenue, Manila 1000, Philippines
Email: jdbautista2@up.edu.ph

INTRODUCTION

Musculoskeletal conditions are a major problem that 
affects individuals and their activities. Developing good 
clinical skills to perform correct physical examination 
is essential to recognize and diagnose these conditions. 
However, some evidence suggests that the majority of medical 
students lack these skills.1,2 

The GALS (Gait-Arms-Legs-Spine) Examination is 
a useful screening tool for musculoskeletal problems widely 
used in training and clinical practice. It is a reliable measure 
to function in a variety of musculoskeletal conditions.3 
Studies showed that this examination improves the 
diagnosis of musculoskeletal problems and improves the 
confidence of medical students and family physicians in 
the examination of the musculoskeletal system.4,5,6 Even 
though there are still several specialists that do not use 
GALS as a clinical tool,7 this examination was proven to be 
valid and reliable particularly when executed by a specialist 
(rheumatologist or orthopedic surgeons).3,8 

Ensuring that medical students, even during their pre-
clinical phase, can competently evaluate a patient with a 
musculoskeletal condition is therefore of prime importance. 
This competence may be measured by using the Objective 
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Structured Clinical Examination (OSCE) which was 
introduced as a tool to evaluate medical students and 
trainees of their clinical skills and knowledge to improve the 
curriculum of training institutions.9 

A systematic review which evaluated the validity and 
reliability of methods for objective skills assessment of 
surgeons identified the Objective Structured Assessment 
of Technical Skills (OSATS) as the “gold standard” for 
objective skills assessment.10

Despite its frequent use due to its many advantages, 
the need for a significant amount of faculty to conduct the 
examination, as well as its actual cost is seen as significant 
disadvantages.11,12 The use of video recording to evaluate 
students’ performance in the OSCE is an attractive alternative.

In another study, two raters were tasked to evaluate 
the students on their skill to secure informed consent for 
a surgical procedure using a single-station video-recorded 
objective structured clinical examination (VOSCE). The 
study suggests that VOSCE was a feasible, efficient, and 
reliable assessment method for medical students’ skills 
showing a high inter-rater agreement.13

Using video recordings and live OSCE to compare 
students’ performance for shoulder or knee examinations, 
a study showed moderate reliability between OSCE and 
VOSCE checklist scores.14

Driscoll et al. compared OSCE and VOSCE among 
surgical trainees. They studied the surgeon’s tissue handling 
skills and showed the feasibility, validity, and reliability of 
video assessment of skills. The study suggests that it can 
improve skill assessment in training surgeons.15

Barratt also used VOSCE to evaluate student nurse’s 
competence and safety in the performance of commonly 
used advanced clinical practice skills. The study proves that 
simulated OSCE video-recordings are a reliable tool to 
improve nurse practitioner training and education.16

Bautista showed excellent reliability between OSCE 
and VOSCE when used to evaluate students who took a 
mock examination as regards the performance of the GALS 
examination.17

This study was done to determine if evaluating a student’s 
performance in an actual OSCE is the same whether the 
evaluator is physically present or if done by viewing a video 
recording. The results of this study could be used to address 
the disadvantages presented by the standard OSCE.

MATERIALS AND METHODS 

All Orthopedic surgeon preceptors during the end-
rotation Musculoskeletal OSCE of Year Level 4 students of 
the College of Medicine in the University of the Philippines-
Manila were recruited to participate in the study. Before the 
exam, the study was explained to the students and written 
consents were secured. This study did not in any way interfere 
or influence changes on how the traditional OSCE was 
done nor did it influence how the students were graded. 

The OSCE used an ordinal type of grading scheme 
using very satisfactory (VS), satisfactory (S), and unsatis-
factory (US). 

The OSCE consisted of 7 stations (6 exam stations 
and 1 rest station). Preceptors that participated in the study 
were assigned to 6 different exam stations. The students 
were grouped into 7 students per group for a total of 13 
groups with one extra student who was included in the last 
group (thus the last group has 8 students). The groups were 
further divided into two batches (7 groups in batch A and 6 
groups in batch B). Two groups, one from A and one from 
B, took the OSCE at a given time. 

During the OSCE, the students were evaluated by the 
preceptors as they went around the stations using the standard 
evaluation tools. There usually was no interaction between 
the students and preceptors aside from the instruction to 
begin and to ensure that the student had completed the 
required tasks. The OSCE was recorded and the recordings 
were compiled per station per preceptor. The evaluation of 
each student was collected and tabulated.

At least four weeks after the actual OSCE, a compilation 
of the video recording of the students performing the OSCE 
in each station was given to the same preceptor who was 
assigned to that particular station. Using the same grading 
scheme, the preceptor re-evaluated the students using the 
video recording. The preceptors could go through the video 
recording at their leisure and were initially given 1 month 
to submit the grades. These grades were collected and 
compared to the grades given during the actual OSCE. 

The analysis of intra-rater reliability was done using 
Cohen’s kappa coefficient. Cohen kappa coefficient is 
interpreted as follows (based on Landis and Koch, 1977)18:

0     agreement equivalent to chance.
0.01 – 0.20    slight agreement.
0.21 – 0.40   fair agreement.
0.41 – 0.60   moderate agreement.
0.61 – 0.80    substantial agreement.
0.81 – 0.99   near perfect agreement
1     perfect agreement.

RESULTS

Ninety-one out of the 92 YL4 students who took the 
exam consented to have their OSCE video recorded. Seven 
out of eight orthopedic surgeons participated in our study 
and were assigned to six stations (3A, 4A, 4B, 5A, 5B, and 
6B). Only these same seven preceptors who participated 
in the study reevaluated the video recording after at least 
four weeks from the date of the actual OSCE. 

Initially, only four preceptors participating in the 
study started the exam (Consultants A, B, E & F). After 
the first batch of 7 students, the preceptor in Station 5A 
left and was replaced by another orthopedic surgeon who 
participated in the study (Consultant C). Then after four 
batches, the preceptor in station 5B (Consultant E) left and 
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was replaced by another orthopedic surgeon (Consultant G) 
who also agreed to participate in the study. The preceptor in 
station 4B was initially not an orthopedic surgeon but was 
replaced by an orthopedic surgeon (Consultant D) who also 
participated in the study. This explains the difference in the 
number of students per station per preceptor. (Table 1)

Table 2 shows individual intra-rater reliability per rater 
per station. Results show a wide range of the Cohen Kappa 
coefficient (0.0449 to 1) from slight agreement to perfect 
agreement. Three preceptor ratings showed slight agreement 
on OSCE and VOSCE while the other three preceptor 
ratings showed fair, moderate, and perfect agreement. 

Table 3 shows intra-rater reliability per station of the 
OSCE. Based on the Cohen Kappa Coefficient, the results 
show slight to perfect agreement. Two stations (Station 
3 and 4) have slight agreement while Station 5 has a fair 
agreement between OSCE and VOSCE grades. One station 
(which has only one preceptor who participated – Rater F) 
showed a perfect agreement. 

When all preceptor ratings for all stations were combined, 
overall intra-rater reliability for the OSCE (combining 
analysis of all the consultant; n=219) shows a moderate 
agreement with a Cohen kappa coefficient of 0.43. 

DISCUSSION

Our study showed variable intra-rater reliability per 
station and rater. Comparing the students’ scores during the 
actual OSCE and after at least 4 weeks by watching a video 

recording of their exams showed highly variable results. It 
did show that overall intra-rater reliability between actual 
and video OSCE was moderate (Cohens’ kappa: 0.43). 
These results are quite different compared to those of the 
previously cited studies.

Excellent intra-observer reliability was seen in the 
study of Bautista when the evaluators used the same video 
recording of the students on separate dates.17 This is as 
opposed to the present study’s evaluation of students during 
the actual OSCE and using a video recording at a later date. 
Having to observe and grade 50 consecutive students over five 
hours without taking breaks will take its toll on an evaluator. 
A tired and hungry faculty member cannot be expected to 
be truly objective anymore. This is as opposed to when one 
has the option to limit the amount of time and number of 
students being evaluated at any given time. One can also 
choose to pause and rewind the recording if an evaluator 
has doubts as to the student’s answers and skills.

Previous studies comparing the evaluation of students 
and trainees using real-time video vs recordings of the same 
video showed higher reliability than the present study. The 
studies by Driscoll, Sturpe, and Kiehl all showed excellent 
reliability.13,15,19 Although done in real-time, none of the 
studies seemed to require their evaluators to stay for five 
hours. Another factor could be the difference in what the 
evaluator can see and observe during the actual OSCE and 
what is caught in the recording by the camera. The possibility 
that a difference in what is observed may lead to lower 
reliability is also seen in Bautista’s study.17 Although involving 
only a limited number of examinees (eleven students), there 
was higher intra-rater reliability between those who used 
the same video recording at two separate times to grade the 
students taking the mock OSCE as opposed to those who 
first evaluated the actual OSCE and then the video recording. 

Actual interaction between the preceptor and the 
student during a live OSCE can also affect the reliability 
of the test. The preceptor can seek clarifications from a 
student that can affect their grade. Observing an examinee’s 
reaction might likewise sway an examiner’s evaluation. This 
interaction is not present during the VOSCE. In this study, 
the recordings stopped after the time allotted for the student 
to take the exam expired. However, in the actual OSCE, 
preceptors were able to allow the student to finish the exam 
he/she is performing before giving the grade. Kiehl showed 
more failing grades given during the evaluation of video 
recordings.13 It was not in this study’s scope to determine in 
which format were the given grades higher.

One factor identified during the study that possibly 
affected the result is the video and audio quality. Construction 
was ongoing in a nearby building while the examination 
was taking place. Other technical problems experienced, 
like changing cameras, as well as the changing position 
of the patient and student might have affected the area of 
focus during the examination. As was shown in the study 
by Bautista during the mock OSCE, multiple cameras per 

Table 1. Consultant and Student assignment

Group Station Consultant
Number of 

Students who 
took the exam 

Number of 
students who 
have VOSCE

A 3
4
5

A
B
C

50
50
43

50
45
43

B 4
5
6

D
E & G

F

21
14
41

21
14
37

Table 2. Intra-rater reliability analysis per consultant/rater
Rater Subjects Coefficient Interpretation

A
B
C
D
E
F

50
50
43
21
14
41

0.0449
0.1450
0.2120
0.1010
0.4170
1

Slight agreement
Slight agreement
Fair agreement

Slight agreement
Moderate agreement

Perfect agreement

Table 3. Intra-rater reliability analysis per station
Station Subjects Coefficient Interpretation

3
4
5
6

50
71
57
41

0.0449
0.158
0.275
1

Slight agreement
Slight agreement
Fair agreement

Perfect agreement
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station (2 cameras with different viewpoints) could be used 
to improve the recording, and the reliability too.17 This 
however would be an additional expense.

Another factor that could have affected the reliability 
of the test was the evaluation tool used to grade the OSCE. 
The final score was the preceptor's subjective assessment 
(very satisfactory, satisfactory, unsatisfactory). During the 
OSCE, each preceptor was provided with a guide on how 
to grade the student using a checklist. It however did not 
provide a basis to compute for the final grade. Previous 
studies, regardless of whatever combination of OSCE, 
real-time VOSCE, or recorded VOSCE, which used more 
objective tools showed excellent intra-rater reliability. 
Driscoll used both the Toronto scale and the Edinburgh Basic 
Surgical Trainee Assessment Form.15 Bautista’s study used 
the University of Toronto’s Clinical Skills Assessment and 
Feedback Tool.17 Vivekanada-Schmidt’s study, which used 
both a 14-point checklist and a global rating scale showed 
higher reliability with the checklist (excellent vs moderate).14

CONCLUSION

Using a video recording of an OSCE is a promising tool 
in assessing a student’s clinical skills and knowledge in the 
musculoskeletal examination. The results of this study add 
to the increasing evidence that the OSCE need not be done 
with all stations manned by an actual staff member. The use 
of an objective grading tool, having two (or more) cameras 
to do the recording and allowing evaluators their own pace 
as to accomplishing the evaluation of the video recordings 
seem to further improve reliability.
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